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An increase i n  the accuracy and high-speed of automatic regulation systems 
is a problem of p rac t i ca l  importance. In recent years, a combination regulation 
principle,  according to  which e terms corresponding t o  influences on the fund- 
amental perturbations ( i . e e ,  from loading the object being regulated o r  from the 
program) are in the regulation l aw,  has been used a l l  the more widely fo r  t h i s  
purpose. 
taking i n t o  account the contbuous variation of  the perturbations was first 
expressed i n  1940 by Acad. V. S o  Kulebakin. 
[,l,Z93] for  the t o t a l  elimination of the e r rors  of  l i n e a r  systems when the per- 
turbation is an a rb i t r a ry  function of time (invariance f o r  an a rb i t r a ry  load) 
or a given function of time (fnvariance f o r  a given load).  

The idea of se lec t ing  the regulation system c i r c u i t  and parameters 

Conditions are given in h i s  works 

Let us assum t h a t  the automatic regulation system is described by a l inear  
d i f f e ren t i a l  equation with constant coefficients 

cr> a,(p)@ = - b+p) h(t) * bi(p)  X g g ( t )  

where 
system; 
task f o r  a following system); 

F is t'ne deviation of the reg-illated c j u a ~ t i t y  C?F the e r r o r  for the servo- 

X(t> a re  the basic perturbations (loading fo r  a s t ab i l i z ing  system or 

a (p>, b3(p) 
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are  polynomials i n  p = - o f  d t  d 3 
degree n and m , respectively; b"(p) is  a pol.ynomia1 i n  p = =  ; X q t )  
a re  t h e  addi t ional  external  perturbations which are introduced artif ic ia l ly  into 
the system from a forcing device. 

The invariance conditions can then be wri t ten thus b] g 

In the absence o f  a forcing device 

In  the presence of a forcing device 
- b3(p) X ( t )  + b;(p)hg*(t) = 0 

Many automatic control systems experience the  influence of perturbations 
which vary continuously and can onlybe  given statistically. 
t h e  development of' s t a t i s t i c a l  methods of investigating regulation systems [5,6], 
the question %rises of the r e l a t ion  of these methods t o  the theory of combination 
r e m a t i o n  systems, i n  par t icu lar ,  of the  expediency of adjust ing systems in 

In connection with 

conformance with the invariance conditions. Are the invariance condftfons 
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effective for  perturbations given s t a t i s t i ca l ly !  
Let us analyze the most typical examples of synthesizing composite systems 

by using different  forms of the invariance conditions, 
EXAMPLE 1. Synthesis o f  a Composite System by Using the Second Form of  

the Invariance Conditions. 
is described by a l i nea r  d i f fe ren t ia l  equation wi th  constant coefficients 

The perturbation l ( t )  is given s t a t i s t i c a l l y .  It is a s tochast ic  function of 
time w i t h  variance 
fumction X ( t >  consists of analytic functfons of time. An ini t ia l  condition 
is also given: The system er ror  is 9 ( t )  = 0 at  t = 0 . It is required t o  

find the coefficients of the polynomial b (p) so t h a t  the system er ror  w i l l  
be a m i n i m .  

Let us assume t h a t  the automatic regulation system 

(2) a 3 ( p P  - b 3 ( P ) W  

DX and spectral  density Sl(o) . Let us agree t h a t  the 
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The er ror  spec t ra l  density is 

where p = 2 J" and the variance d t  

Therefore, the mean-square 

(59 e(@ = 

error of the system is 

As: Long as we se l ec t  
iance conditions b (p> = 0 , we o b t a h  D9 = 0 and e9 = 0 . This means tha t  

3 
9 can only be a constant. Using the i n i t i a l  condition 9 ( t )  = 0 a t  t = 0 
we eesf ly  f ind tha t  the fixed system error  becomes zero, 0 = 0 , under com- 
pliance with the invariance conditions. Hence the invariance condition fo r  
arbitrary loading, b3(p) = 0 , is retained even for  perturbations X(t) given 

b (p) in accordance with the second form of  the invar- 3 

statist ical ly .  
Taking in to  account t h a t  real syetems are described by l inea r  ordinary 

d i f f e ren t i a l  equations in a first approximation and also by a number of other 
%imitations [4Iy the invariance conditions fn all forms should be considered 
f irst  a8 a directing means of decreasing (minimizing) error  in  every way. 

EXAMPLE 2. Synthesis of Composite Systems Using the Fourth Form of the 
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Invariance Conditions. 
form, b3(p) = 0 , can be satfsf ied by usf ig  an appropriate choice of the coupling 
coefficients in t e r m  of the basic perturbations and its derivative &I. However, 

as a rule,  the system must here have different ia tors  which give a first and second 
derivative i n  the perturbation. This causes no d i f f i cu l ty  in electronic  systems 
[71 but the second derivative cannot be obtained accurately enough in the absence 
of  e lectronic  amplifiers i f  considerable power is requfred at  the d i f fe ren t ia tor  

In practice,  the hvariance conditions in the second 

output 0 

lh t h i s  case, it is easy t o  reduce the system er ror  by using a well-known 
forcing device b] which additionally a f fec ts  the system input b; “p)X8 ‘ ( t )  . 
device b w * ( p )  i f  the function i s  Xlp(t) . 

l inear  d i f f e ren t i a l  equation (1) The bas ic  perturbing e f f ec t  h ( t )  is given 
statistically. Let  us assume t ha t  it is the sum 

Let us consider the question of how t o  se l ec t  the operator of the forcing 

3 
Let us assume t ha t  the automatic regulation system is described by the 

where \ ( t )  
able mean value of the perturbing effect; its spec t ra l  density is 

X2(t) 

is the usual, nonrandom function of time defined as the most prob- 
S (a) ; 

A 1  
and spec t ra i  d e m f t y  DA2 is a random function of time with variance 

Apso given is the initial condition: The system er ror  is q ( t )  = 0 a t  
t s o ,  

It is requfred to  se l ec t  the law of the var ia t ion of the e f f ec t  of the 
f o r e h g  device Xw * ( t )  o r  its operator bc’(p) so that the system e r ro r  would 
be a m3nhn.m. 

lo * ( t )  
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The basic perturbing e f f ec t  X(t) 

The e r ror  spec t ra l  density, under the e f f ec t  of conplex perturbations 

and the e f f e c t  of the forcing device 
are  mutually independent. The correlation function is zero. 

consisting of a random and a given function of t h e ,  is 
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The mean-square error  is 

It wfll equal zero if the followfig invariance condition is sa t i s f ied :  

(9) 

The error  CP fs a constant f o r  cv = 0 . 
system er ror  w f l l  be zero, 9 = 0 , if condition (9) is  sa t i s f ied .  
have obtained the deslred invariance condition (9) which indicates a method of 
eliminating or, a t  l ea s t ,  of decreasing the error .  

i n  the l e f t  

s ide  does not take pa r t  in condition ( 9 ) ,  therefore, the poss ib i l i t y  of elimin- 
a t ing  o r  decreasing the e r ro r  by using a forcing device is not dependent on the 
change in the system properties ( i ts  stabil i ty,  say). 
out cases of different  regulating systems in which it is possible t o  use the 
condition (9) t o  increase the i r  accuracy. 
b z l u d e s  a strip 
combinations. 
is given in the  whole s t r i p .  
causes, a forcing device (noise generator) w i t h  the spectral  density Sx(a) , 
which compensates the e f fec t  of the obstacle, can be used, 

Using the in i t ia l  condition (9 = 0 a t  t = 0), we establ ish t h a t  the 
Hence, we 

Let us turn a t ten t ion  t o  the fact  t h a t  the polynomial a (p) 3 

It is possible t o  p o h t  

Iat us visualize a system which 
ghfc.12 the lnPluences a re  transmitted fn the form of frequency 

Let it be assumed that an obstacle w i t h  spec t ra l  density Sx(a) 
In order t o  eliminate the er ror  t h a t  the obstacle 

However, systems in which the e f fec ts  of the forcfng device A* O(t) are 
real ized as a s t a t i s t i c a l ,  random function of t h e  are very few. 
the e f fec ts  of the forcing device 
usual, nonrandom function of t i m e .  
of the condition (9) (in contrast t o  case 1 where complete error  elimfnatfon is 
achieved a t  first glance) affords the poss ib i l i t y  of determfnhg the system 
adjustment which corresponds j u s t  t o  a change i n  the error ,  or more exactly, 
t o  elimination of the average component of the e r ror  which is 

mst often, 

XDg( t )  can be realized in the systems as the 
Consequently, the fur ther  transformation 

c . 
The er ror  component which arises under the influence of random perturb- 

a t ions X ( t )  is retained. Only the component which a r i ses  under the action 
of % ( t )  is eliminated. 

2 

The spec t ra l  density is related to  the square of the mathematical 
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eqec ta t fon  by usfig the Fourier transformation. Hence, 

The mathematical expectation of a nonrandom function of time equals 

(11) %!* - i'"t> 

L 

and the mathematical expectation of a s ta t ionarg random function is zero 

Thus, we f f i an ly  obtain 

Condition (a) perndts the forcfne apparatus lf*(t) and the operator b"( t )  
t o  be selected so that the e r ror  component which arises because of % ( t )  
would be eliminated conpletely. 

Under the conditions of the problem being considered, the error  will be 
decreased sharp lyby  the magnitude o f t h e  average component. 

ponent of the e f fec t  X, ( t )  

nonrandom functions of t i m e ,  earlier PI, i n  the so-called fourth form 

The average com- 

does not cause any error t o  appear. 
-L 

We obtained the fnoariance condition for perturbations usually given as 

When the perturbatfoner are given thus 

then the r e su l t  (IS), which we obtained ea r l i e r ,  corresponds completely t o  
condftfon (l4) . 

w E 5 

Hence, we have shown that the invariance conditions f o r  l f i e a r  sys t em 
The fonn of are red. for  any gfven, incladfig s t a t i s t i c a l l y ,  perturbations. 

the invariance coaditfona fs almost unchanged. 
Inst. of Elec t r ica l  Engfneering, ulrr. SSR lrIarch 10, 1957 



6 

References 
1, V. S. KULEBAKINs On methods of  increasfng the quality of automatic control 

2. V. S, wLeBAKIF9: DAM USSR, 68, plo. 5, 1949 
3. V. S. KULEBgKItJ: DAH USSR, 77, NO. 2, 199. (MDF, Inc. 
4. A. G. IVARHIUNKO: ElektroavtomtOka, 2d ed., Gostekhizdat, Ukr. SSR, 1957 
So V .  V. SOLaDOVNIKOVs Introduction t o  the stat ist ical  dpandcs of automatic 

6. V, S.  PUGACHEX; Elemants of stochastic function theory. WIA Press, 19% 
7. A. G. IVAKHNEZWO, E.  M. SHURAILO: Method of computing the paramters of an 

dffferentfator with a number of phase tranafonnatlons. 

systems. Trudy, WIA, Mo, 502, 19% 

K-1%) 

control systems. GITTL, 1952 

ac 

Avtonatfka, No. 2, 1957 
8. G. #. ULAWC)TJS DAM USSR, 96, BO. 3, 19% (MIF, Inc. U-100) 


